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Glossary and abbreviations
Additional terms:
	Acronym
	Signification

	JCOMM
	Joint Technical Commission for Oceanography and Marine Meteorology,

	Argo , Euro-Argo
	International profiling float network (www.argo.net) and its European component (http://www.euro-argo.eu )

	EGO, GROOM
	International Glider network (http://www.ego-network.org ) and its European coordination (http://www.groom-fp7.eu )

	GOSUD
	International Global Ocean Surface Underway Data (http://www.gosud.org/) 

	OCEANSITES, EMSO
	OceanSITES is a worldwide system of long-term, open-ocean reference stations(OceanSITES is a worldwide system of long-term, open-ocean reference stations ) and its European component (http://www.emso-eu.org/) 

	DBCP, ESURFMAR
	Data Buoy collaboration panel (http://www.jcommops.org/dbcp/) and its European component (http://www.eumetnet.eu/e-surfmar )

	EMODNet
	European Marine Observation and Data Network (EMODnet)( http://www.emodnet.eu/ ) and the Physical component http://www.emodnet-physics.eu/Portal 

	SeaDataNet
	European Network of National Oceanographic Data Centres (NODCs) (http://www.seadatanet.org/ )

	TAC
	Thematic Assembly Centre

	CIS
	Central Information System

	EUROGOOS , ROOS
	The European Global Ocean Observing System ( ) and its Regional Operational Oceanographic System 
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Object of the document
This document is the Copernicus Marine Environment Monitoring Service for in-situ observations System Requirements Document (CMES-INS-SRD).
It specifies the capabilities of the CMEMS-INS system as a response to the CMEMS-INS system requirements.

[bookmark: _Toc399513742][bookmark: _Toc426106484]Introduction
The Copernicus in-situ Thematic Assembly Centre (in-situ TAC) provides a research and operational framework to develop and deliver in situ observations and derived products based on such observations, to address progressively global but also regional needs either for monitoring, modelling or downstream service development. 
	[image: ]
	[image: ]

	[bookmark: _Toc399513731][bookmark: _Toc426106529]Figure 1: operational oceanography concept (left), 
Copernicus Marine Service (right) links with Observations (upstream) and services (downstream)



The in-situ TAC is a distributed system built on the existing activities and services developed previously within the EC supported MyOcean FP7 project and EuroGOOS Regional alliances (ROOSes). The in-situ TAC provides the interface between centres, distributing in situ measurements from national and international observing systems.
It is integrated into a larger framework at European and International and is developed with interoperability requirements with:
· JCOMM networks (Argo, OceanSITES, GOSUD, GTSPP, DBCP, EGO) and EuroGOOS ROOSes who operate the networks and provide access to the observations needed in Copernicus Marine Environment Monitoring Services
· Thematic centres which aggregate in situ observation data for specific purposes. The main one for Copernicus in Situ TAC is SeaDataNet who integrates the networks of NODCs that manage historical scientific European data
· Downstream services that provide additional services on INSTAC data jointly with other datasets. One important downstream service for the IN Situ TAC is EMODNet-physics.
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[bookmark: _Toc426106530]Figure 2: interoperability with other European initiatives

Copernicus in-situ TAC consolidates the global and regional components, based on expertise developed within Copernicus and the ROOSes, and to develop the setup of the bio-geochemical part of the in-situ TAC. In addition, considerable benefits to the Global Monitoring for Environment and Security (GMES/Copernicus) In Situ users will be gained in terms of in situ product choice, service, timeliness, quality, robustness and accuracy.
As an operational infrastructure, the in-situ TAC sets the necessary production capacities and quality control procedures in answer to Europe’s request for service level agreements with the external users as defined in Copernicus. In addition, in-situ TAC has to provide in situ data to internal users, the Global and regional MFCs.
The in-situ TAC products by version (V1, V2 and V3) are described in the Product Information Table (PIT).
[bookmark: _Toc399513743][bookmark: _Toc426106485]General organization
The in-situ TAC is a decentralized architecture. However, for the users the quality of the product delivered must be equivalent wherever the data are processed. The different functions implemented by the global and regional components of the In Situ TAC are summarized in Figure 3
[image: ]
[bookmark: _Ref226390604][bookmark: _Ref226390581][bookmark: _Toc226554467][bookmark: _Toc399513733][bookmark: _Toc426106531]Figure 3: functions implemented by an in situ TAC component
The 4 functions that are implemented in the INSTAC components are defined as follow:
· Acquire Data:  Gather data available on international networks or though collaboration with regional and national partners.
· Quality control: apply automatic quality controls that have been agreed at the In Situ TAC level. These procedures are defined by parameter, elaborated in coherence with international agreements, in particular SeaDataNet, and documented in Copernicus in-situ Catalogue. 
· Validation/Assessment: Assess the consistency of the data over a period of time and an area to detect data that are not coherent with their neighbors but could not be detected by automatic QC. 
· Distribution: make the data available within Copernicus in-situ and to the external users.
All functions are mandatory in each regional component of the in-situ TAC. To be able to provide products that can be used without taking care of which centre processed the product the functions in Figure 3 are implemented in a common manner. 
The production line for each product in the PIT (Product Information Table) is defined and described in the User Manuals available in the Copernicus Catalogue. The following figure provides a view of what can be the Production line of the T&S global product that integrates data collected from outside international networks and combine them with regional products delivered by the regional components of the in situ TAC as described in Figure 4. 
[bookmark: _Ref226390999][image: ]
[bookmark: _Ref240381430][bookmark: _Toc399513734][bookmark: _Toc426106532]Figure 4: example of production line
The distribution means to be able to generate the products described in the Portfolio (external products) that are used both by Copernicus TACs and MFCs as well as Copernicus users. The organisation chosen within in-situ TAC is based on regional portals that will allow from a single point access to the RT and historical data collected and validated for a specific region. These portals provide access to the best version of a data at a certain time and a mechanism to update from data provider servers are set up.  On the portal all data are provided in a common format. 
One advantage to set up these portals is also that this service built within Copernicus can be easily extended to integrate other types of data for the needs of the ROOSes. The in-situ TAC has been developed in partnership with EuroGOOS ROOSes and additional parameters have been included in the NRT products to fulfil the need of the EuroGOOS ROOSes. In that case the in-situ TAC has only implemented the “Acquire” and “Distribute” functions and don’t perform any additional quality checks. Therefore there are presently additional parameters included in the NRT regional products aggregated of a best effort mode from the ROOS partners with no commitment on the data provision and quality. This had been a way to start a winner-winner relation with the regional data providers from ROOSes.
From these 6 regional portals and the Coriolis data centre, we created the different regional and global products described in the catalogue 
The present document described 
· The content of each generic function implemented by an in-situ TAC component ( collect, quality control, validate , distribute on the in-situ TAC  portal, distribute a product  to Copernicus, monitor the in-situ TAC production) 
· Refer to the documents describing the product format and the agreed quality control procedures
· Describe the architecture of the portal implemented by the in-situ TAC global and regional components 

[bookmark: _Toc146541207][bookmark: _Toc399513744][bookmark: _Ref425765919][bookmark: _Toc426106486]The actors: National Centers, Production and Distribution Units
Copernicus in-situ data management is based on national or institutional data centres, productions and distribution units
[bookmark: _Toc146541209]National or Institutional Data centres: a national or institutional data centre is responsible for assembling data performed by a set of observing systems. The centre collects, controls and distributes data according to its own rules. It is an outside interface for Copernicus. There are either international programs (Argo, GOSUD, OceanSITES, GTS…) or ROOSes data centres or SeaDataNet National Data Centres (NODC) for historical data. 
Production Units: a Production Unit (PU) is responsible of assembling data provided by national or institutional data centres into an integrated dataset. The PU collects, controls data according to Copernicus in-situ TAC agreed rules and validates the dataset consistency in its area of responsibility. The validation activity can be managed by a different institute according to the regional INS TAC organization 
Distribution Units: a Distribution Unit (DU) is responsible for assembling data provided its region Production Units into an integrated dataset. The RDAC collects, distributes data according to Copernicus in-situ TAC agreed rules in its area of responsibility. The Global PUs assemble data from the international networks (JCOMM) observation for the global ocean.
[bookmark: _Toc146541210]The Global Distribution Unit: a Global Distribution Unit collects data distributed by Regional Distribution for the European seas complemented Global PUs. The Global DU acts as a backup for the Regional DUs These aggregated products are distributed to the Global MFC, to Copernicus users working at global scale and as a backup to regional MFCs.
The External Users: an external user access to the INS TAC products using the FTP and WMS services set up by the INSTAC through the Copernicus CIS. In particular the ROOSes and EMODNet-physics are developing customized viewing service on INS TAC DUs. 
[image: ]
[bookmark: _Toc399513735][bookmark: _Toc426106533]Figure 5: in-situ TAC data distribution
[bookmark: _Toc399513745][bookmark: _Toc426106487][bookmark: _Toc146541213]Regional and Global organisation 
For efficiency reasons we have identified six regions for the European area plus one for the global ocean:
[image: ]
[bookmark: _Ref398712075][bookmark: _Ref398712066][bookmark: _Toc399513736][bookmark: _Toc426106534]Figure 6: in-situ TAC partners responsibilities

The in-situ TAC is composed 9 Production Units, 7 of them being also Distribution Units. 3 other institutes are involved in Assessment activities. The different implications are summarized in Table 1 
	Institute
	Coordination
Production Monitoring
Product transition
	Dissemination Unit
DU
	Production Unit
PU
	Product Quality
NRT Assessment
	Product Quality
multi-year assessment (REP)

	Ifremer
	GLO
	GLO
	IBI 
ARC,BAL,NWS,
MED,BS
	GLO
IBI
	GLO(T&S)
IBI (T&S)

	IMR
	ARC
	ARC
	ARC
	ARC
	ARC 

	SMHI
	BAL
	BAL
	BAL
	BAL
	BAL(T&S)
BAL (Wave) 

	BSH
	NWS
	NWS
	NWS
	NWS
	NWS (T&S)

	Puertos del Estado
	IBI
	IBI
	IBI
MED
	IBI
	IBI (Wave)

	HCMR
	MED 
	MED
	MED
	MED
	MED (Wave)

	IOBAS
	BS
	BS
	BS
	BS
	BS

	OGS
	-
	-
	MED
	-
	MED (T&S)

	CNRS
	-
	-
	
	-
	GLO (T&S)
IBI (T&S)

	SYKE
	-
	-
	-
	-
	BAL (bio)

	NIVA
	-
	-
	-
	-
	GLO (bio)

	CLS
	-
	-
	GLO
	-
	GLO (current)


[bookmark: _Ref426106342][bookmark: _Toc265741602][bookmark: _Toc310317491][bookmark: _Toc357430238][bookmark: _Toc399513552][bookmark: _Ref426106329][bookmark: _Toc426106535]Figure 7: in-situ TAC Production and Distribution Units

The responsibilities of each partner are summarized in Figure 6. Routinely (i.e. every hour for NRT, every year for REP products), each DU distributes all its new data assembled by the regional PUs (see Figure 7) on its regional portal.
The regional portal is an FTP site where data files are regularly distributed.
The data files format is an implementation of NetCDF OceanSITES format. The details of the NetCDF format implementation is described in chapter VI.1.
Routinely (i.e. every hour), the Global DU collects all new files from all Regional DUs. The Global DU does not apply any additional quality control (quality control is under Regional DUs responsibility).  
[bookmark: _Toc399513746][bookmark: _Toc426106488]Distribution Unit Organization on FTP
[bookmark: _Toc399513747][bookmark: _Toc426106489]Portal FTP structure
The directory organization of each FTP portal is described below: 
[image: ]	Comment by Antonis Chalkiopoulos: In ADD there are two different versions of this figure. We should select one and use in every doc.

[bookmark: _Toc426106536]Figure 8: Distribution Unit ftp server organization
[bookmark: _Toc399513748][bookmark: _Toc426106490]Latest directory, file naming convention
The "latest" directory contains the latest 30 days of data (days of observation).
There is one directory per day named YYYYMMDD.
Each directory contains one file per platform per day.
File naming convention in the latest directory:
· RR_LATEST_XX_YY_CODE_YYYYMMDD.nc
· RR: region bigram (see table 2)
· LATEST: fixed name
· XX: TS (timeseries) or PR (profile)
· YY: data type
· CODE: platform code[footnoteRef:1] [1:  This platform code appears in the netCDF file as the global attribute "platform_code"] 

· YYYYMMDD: year month day of observations
· .nc: NetCDF file name suffix
Example: IR_LATEST_TS_DB_44607_20091117.nc

[bookmark: _Toc399513749][bookmark: _Toc426106491]Monthly directory, file naming convention
This directory contains monthly files of data. It is regularly updated, at least once a month.	Comment by Antonis Chalkiopoulos: Are we going to keep in monthly directory only 5 years of data or not?
There are 5 directories.
Each directory contains one directory per month named YYYYMM which contains a file per month and per platform:
· drifter: for drifters observations
· mooring: for fixed point sites including tide gauges
· profiler-glider: for Argo floats, coastal profilers and gliders
· vessel: for research vessels, VOS and fishing boats
· etc: for other types of platforms (or unknown platforms)
File naming convention in the monthly directory:
· RR_YYYYMM_XX_YY_CODE.nc
· RR: region bigram (see table 2)
· YYYYMM : measurement date (YearMonth : 200901)
· XX: TS (timeseries) or PR (profile)
· YY: data type
· CODE: platform code[footnoteRef:2]  [2:  This platform code appears in the NetCDF file as the global attribute "platform_code"] 

· .nc : NetCDF file name suffix
Example: IR_200911_TS_DB_44607.nc

[bookmark: _Ref343674161][bookmark: _Toc399513750][bookmark: _Toc426106492]History directory, file naming convention
The history directory is dedicated to long series of observations. It is regularly updated but there is no fixed schedule for updates, usually once a year.
When observations are delivered in the history directory, they may remain in the monthly directory, however a user is advised to use the history directory.
It contains 4 directories:
· drifter: for drifters observations
One file per platform per type of data
· mooring: for fixed point sites including tide gauges
One file per mooring per type of data
· profiler-glider: for floats and gliders
One file per platform per type of data
· vessel
One file per vessel, per year and per type of data.
In the case of a virtual moorings, one file per platform per type of data.
One file per oceanographic cruise is also valid.
File naming convention in the delayed directory:
RR_XX_YY_CODE<_ZZZ>.nc
· RR: region bigram (see table 2)
· XX: TS (timeseries) or PR (profile)
· YY: data type
· CODE: platform code[footnoteRef:3] [3:  This platform code appears in the NetCDF file as the global attribute "platform_code"] 

· _ZZZ : optional subsetting code, may be a year for a group of CTDs,  a cruise code, a deployment code for a mooring
· .nc : NetCDF file name suffix
Examples: 
· IR_TS_DB_44607.nc : all data from buoy 44607
· GL_PR_PF_69001.nc : all vertical profiles from float 69001
· GL_PR_CT_FNFP_2010.nc : all CTDs from Thalassa research vessel measured in 2010
· MO_PR_GL_68450_201111.nc : all vertical profiles from Pheidippides glider for the deployment of November 2011
· GL_TS_MO_15001_2010daily.nc : all data from Pirata Gavotte buoy, daily averages
· GL_TS_MO_15001_2010hires.nc : all data from Pirata Gavotte buoy, full resolution (10 minutes data)
[bookmark: _Toc426106493]Reference data directory, file naming convention	Comment by Antonis Chalkiopoulos: Is this the frozen directory that will be used for versioning purposes that we discussed in Madrid or something else?
The reference data directory is dedicated to high quality long series of observations. It is regularly updated but there is no fixed schedule for updates, usually once a year.
The “reference data” directory organization is identical to the “history” directory. It contains high quality observations with a quantified error on measurements. 

[bookmark: _Ref343673235][bookmark: _Toc399513751][bookmark: _Toc426106494]Data types	Comment by Antonis Chalkiopoulos: We also have to create an abbreviation for FOOS data and radar data.
· BA	data from Bathy  messages on GTS
· BO	bottle data
· CT	oceanographic CTD profiles
· SF	scanfish profiles
· DB	drifting buoys
· DC	drifting buoy reporting calculated sea water current
· FB	ferrybox
· GL	gliders
· MO	fixed buoys or mooring time series
· ML	mini logger 
· PF	profiling floats vertical profiles
· RF	river flows
· TE	data from TESAC messages on GTS
· TS	thermosalinograph data
· XB	XBT or XCTD profiles
[bookmark: _Toc399513752][bookmark: _Toc426106495]Index files
Three index files describe the content of latest, monthly and history directories: index_latest.txt, index_monthly.txt and index_history.txt. They are useful for synchronization between the RDACs and the GDAC and for automatic data collection by users.
Another index file is updated daily and registers the list of the individual platforms that are available on the server: myo_index_platform.txt. This is very useful for fixed platforms

Note on file deletion and index file
When a file has to be deleted, its reference is removed from the index before the file deletion. Therefore all files in the index are present on the FTP.
[bookmark: _Toc399513753][bookmark: _Toc426106496]Non-public data access
The Copernicus in-situ data policy is to provide a free public access to all observations. 
However, in some exceptional circumstances, a data provider may limit the data access to Copernicus only users. Such data with restricted access are distributed in a separate FTP site whose structure is identical to the one described in chapter V.1. 
A user name and password will be provided for each user by the Copernicus service desk.
[bookmark: _Toc399513754][bookmark: _Toc426106497]Description of data files index
[bookmark: _Toc399513755][bookmark: _Toc426106498]Index latest/monthly/history
The index files are updated to describe all the files available in the latest, the monthly and the history directories.
Each index file contains one line per latest, monthly or history file:
· product_id
COP-XX-YY
· COP: Copernicus trigram
· XX: region bigram (see table 2)
· YY: product version
Example: MYO-NO-01
· file_name
· geospatial_lat_min
· geospatial_lat_max
· geospatial_lon_min
· geospatial_lon_max
· time_coverage_start
· time_coverage_end
· provider
· date_update
· data_mode
· R: real-time data
· D: delayed-mode data
· parameters (separator : blank)
Index names
· index_latest.txt
· index_monthly.txt
· index_history.txt
Index lines order
The index lines are sorted by file name and time coverage start.
Separator character ","
The fields separator character is "," (comma).
In the "provider" field, each "," (comma) character is replaced by "-" (minus). The "," comma character must not appear within a field.
Date format
OceanSITES format : YYYY-MM-DDThh:mm:ssZ

	Copernicus in-situ data file index example

	# Title : in-situ observations catalog 
# Description : catalog of available in-situ observations per platform. 
# Project : Copernicus
# Format version : 1.0 
# Date of update : 20091105194820 
# product_id,file_name,geospatial_lat_min,geospatial_lat_max,geospatial_lon_min,geospatial_lon_max,time_coverage_start,time_coverage_end,provider,date_update,data_mode,parameters 
MYO-IBIROOS-01,ftp://ftp.ifremer.fr/ifremer/ibiroos/monthly/drifter/IR_200910_PR_BA_10004.nc,54.17,54.17,6.35,6.35,2009-10-01T00:43:00Z,2009-10-07T12:43:00Z,BSH,2009-11-05T16:53:32Z,DEPH TEMP  
MYO-IBIROOS-01,ftp://ftp.ifremer.fr/ifremer/ibiroos/monthly/drifter/IR_200910_PR_BA_10007.nc,54.17,54.17,7.43,7.43,2009-10-01T00:40:00Z,2009-10-25T12:40:00Z,BSH,2009-11-05T17:01:51Z,DEPH TEMP  
…
…
MYO-IBIROOS-01,ftp://ftp.ifremer.fr/ifremer/ibiroos/monthly/vessel/IR_200911_TS_TS_SHIP.nc,37.7667,38.3333,-24.8333,-23.1,2009-11-02T00:00:00Z,2009-11-02T23:00:00Z,Ifremer,2009-11-05T16:32:58Z,TEMP  



[bookmark: _Toc399513756][bookmark: _Toc426106499]Index platform
The platform index file is updated daily and registers the list of the individual platforms that are available on the server. 
Each platform index contains a line per platform with the following information:
· platform_code 
· creation_date : creation date of the first file associated with the platform. 1st of January 2010 if unknown
· update_date : the latest update date of any file associated with the platform
· wmo_platform_code : list of the different wmo codes of the platform. Can be empty.
· data_source : list of different data streams of the platform
· institution
· institution_edmo_code : list of the different edmo codes of the platform. Can be empty.
· parameters
· last_latitude_observation,
· last_longitude_observation : the latest observation with good quality (qc = 1,2,5,8) . Can be empty
· last_date_observation : date of the last observation. Can be empty
Index name
· myo_index_platform.txt
Index lines order
The index lines are sorted by platform_code.
Separator character ","
The fields separator character is "," (comma).
The "," comma character must not appear within a field.
List separator " "
The list separator is " " (blank) except for the institution list.
Fields which can contain a list: wmo_platform_code, data_source, Institution_edmo_code, parameter
Institution list
This is a special case where each element can contain spaces.
· The list is in quotes
· The institutions are separated by "/"
· The character "/" of an institution is replaced by a space.

Data_source : name of data streams of the platform
Data streams are identified thanks to the different filenames without date/period value.
Data source list the distinct DUs and data types for each individual platform.

Latest files: RR_LATEST_XX_YY_CODE
Monthly files: RR_XXXXXX_XX_YY_CODE

· RR: region bigram (see table 2)
· XX: TS (timeserie) or PR (profile)
· YY: data type
· CODE: platform code
· XXXXXX : remplace la date

Example : GL_LATEST_TS_DC_61792 GL_XXXXXX_TS_DC_61792
Parameters list
This list contains all the parameters whatever the quality of data, except PARAM_DM, PARAM_QC, TIME, LATITUDE, LONGITUDE, DATA_MODE et DIRECTION.
Date format
OceanSITES format: YYYY-MM-DDThh:mm:ssZ

	Copernicus in-situ data file platform index example

	# Title : in-situ platforms catalog 
# Description : catalog of available in-situ platforms. 
# Project : Copernicus
# Format version : 1.0 
# Date of update : 20130802051813 
# platform_code,creation_date,update_date,wmo_platform_code,data_source,institution,institution_edmo_code,parameter,last_latitude_observation,last_longitude_observation,last_date_observation 
00000,2013-02-10T18:57:49Z,2013-06-24T16:32:11Z,00000,GL_XXXXXX_PR_TE_00000,"Unknown institution",,DC_REFERENCE PRES TEMP,55.15,-42.01,1999-02-26T13:08:00Z
00136,2012-12-10T04:14:54Z,2013-06-24T14:06:31Z,00136,GL_XXXXXX_PR_TE_00000 GL_XXXXXX_PR_BA_00136,"Unknown institution",,DC_REFERENCE DEPH TEMP,32.015,158.862,2008-11-05T10:59:59Z
06GA,2013-06-24T21:41:58Z,2013-06-24T21:43:42Z,,GL_XXXXXX_PR_BA_00136,"BSH",,TEMP PSAL FLUO,54.04425,7.61149,2006-08-29T10:21:00Z
06SW,2013-03-17T20:46:16Z,2013-06-24T14:06:32Z,DCHO,GL_XXXXXX_PR_BA_06SW,"GERMANY (Unknown)",,DC_REFERENCE DEPH TEMP,36.65,-1.75,2010-10-03T12:45:00Z




[bookmark: _Toc399513757][bookmark: _Ref425766165][bookmark: _Toc426106500]Platform code convention
Each platform within Copernicus in-situ TAC has a unique code.
This code is mandatory; it appears in the platform_code global attribute of the NetCDF data files.
The unique code is assigned by a Distribution Unit (or agreed between DUs). 
For new platforms, the following naming convention is recommended:
· COP_RR_ZZZZZ	Comment by Antonis Chalkiopoulos: Do we have to add this to all platform codes and file names?
· COP: Copernicus trigram
· RR: region bigram (see table 2)l 
· ZZZZ : name of the platform assigned by the regional DAC
Example: COP_IR_DONOSTIA
The WMO platform code is the WMO call sign (from World Meteorological Organization).
This code is highly recommended, it appears in the wmo_platform_code global attribute of the NetCDF data files.
Example: 691277, 6900677

More information on WMO call signs: 
http://www.wmo.int/pages/prog/amp/mmop/wmo-number-rules.html

[bookmark: _Toc399513758][bookmark: _Toc426106501]User Obligations
A user of Copernicus in-situ data is expected to read and understand this manual and the documentation about the data contained in the “attributes” of the NetCDF data files which contain essential information about data quality and accuracy.
A user of Copernicus data must comply with the requirements set forth in the attributes “distribution_statement” and “citation” of the NetCDF data files.
Unless stated otherwise, a user must acknowledge use of Copernicus data in all publications and products where such data are used, preferably with the following standard sentence:
“These data were collected and made freely available by the Copernicus project and the programs that contribute to it.”

[bookmark: _Toc146541217][bookmark: _Toc399513759][bookmark: _Toc426106502]Data formats
Copernicus in-situ TAC distributes data in NetCDF following the EuroGOOS recommendations.
The NetCDF OceanSITES format description is available at:
· http://www.oceansites.org/docs/oceansites_user_manual.pdf
The details of Copernicus implementation of NetCDF OceanSITES format are listed in the next chapter.
[bookmark: _Toc399513760][bookmark: _Toc426106503]Copernicus implementation of OceanSITES NetCDF
[bookmark: _Toc399513761][bookmark: _Toc426106504]Data types
Copernicus insitu NetCDF files handle 3 types of data: vertical profiles, time-series and trajectory data. This information is reported in the global attribute section of NetCDF files:   
· :data_type = "OceanSITES vertical profile" ; 
· :data_type = "OceanSITES time-series data" ; 
· :data_type = "OceanSITES trajectory data" ; 

[bookmark: _Toc399513762][bookmark: _Toc426106505]Citation, distribution statement
In the global attribute section of NetCDF files, the citation and distribution statement should be reported as follow:
· distribution_statement=”These data follow Copernicus standards; they are public and free of charge. User assumes all risk for use of data. User must display citation in any publication or product using data. User must contact PI prior to any commercial use of data.”
· citation=" These data were collected and made freely available by the Copernicus project and the programs that contribute to it"

[bookmark: _Toc399513763][bookmark: _Toc426106506]XBT metadata
If available, the following XBT metadata should be recorded in the global attribute section of the NetCDF file.
· xbt_acquistion_time: duration of good data acquisition
Example : xbt_acquistion_time  = 18.0;
· xbt_fall_rate_equation
Example: xbt_fall_rate_equation="Z(T)=AT-BT^2: A=6.691000;B=0.002250"
· xbt_type
Example: xbt_type="DB; MANUF.= LM SIPPICAN-USA; SERIAL= 1069737; RECORDER= DEVIL4"
· xbt_recorder
Example: xbt_recorder="QC IN NEAR REAL TIME - MFS SOFTWARE (Version 2007.01)"
· xbt_deployement_condition
Example: xbt_deployement_condition ="LAUNCH H(m)=25;SHIP SPEED(kn)=21;WIND SPEED(kn)=10"

[bookmark: _Toc399513764][bookmark: _Toc426106507]Driting buoys
On a moving platform (drifting buoy, ship, float) the site_code global attribute is irrelevant.
It is set to fill value (empty).

[bookmark: _Toc399513765][bookmark: _Toc426106508]Platform institution code
The institution were the original data were produced is described with the 2 global attributes:
· institution
· institution_edmo_code
The Edmo codes are managed by the SeaDataNet project; they are available at :
· http://seadatanet.maris2.nl/edmo/
Example:
· institution = " "
· institution_edmo_code = " "
[bookmark: _Toc399513766][bookmark: _Toc426106509]Platform codes
An individual platform may have different identification codes. The fNetCDF global attributes can provide this information.
Global attribute "platform_code"
The global attribute "platform_code" is mandatory in Copernicus NetCDF data files.
It is unique within all Copernicus Distribution Units.
Global attribute "wmo_platform_code"
It contains the Call Sign assigned by WMO (World Meteorological Organization).
This attribute is not mandatory. If it does not exist (example: sea-level stations do not have Call Signs), the attribute is not inserted in the NetCDF file.
If it exists, but is not known (example: a drifting buoy), the attribute is left empty.
Global attribute "ices_platform_code"
It contains the platform code assigned by ICES (International Council for the Exploration of the Sea).
This attribute is not mandatory. If it does not exist (example: drifting buoys do not have ICES codes), the attribute is not inserted in the NetCDF file.
If it exists, but is not yet known (example: a research vessel), the attribute is left empty.
[bookmark: _Toc399513767][bookmark: _Toc426106510]Time sampling description
To be completed, with an example for sea-levels with 3 minutes average observations and 10 minutes average observations.

[bookmark: _Ref345341647][bookmark: _Toc399513768][bookmark: _Toc426106511]History dataset version 
The history directory is not updated routinely; typically only once a year.
Each update of the history dataset is associated with a version.
The history dataset version is recorded as a global attribute for each data file of the history directory.
· history_version = 1

The history_version attribute allows users to manage updates with a previous versions.	Comment by Antonis Chalkiopoulos: Do we have to keep also older versions of history files somewhere? Because in every update the previous version file is deleted.

[bookmark: _Ref348692059][bookmark: _Toc399513769][bookmark: _Toc426106512]SeaDataNet station identifier
SeaDataNet is the European project that federates the network of EU national oceanographic data centres. SeaDataNet is a data provider for Copernicus. Each SeaDataNet station distributed in Copernicus NetCDF data file have the following additional variables:
· sdn_cruise: the SeaDataNet cruise ID
A text string identifying the grouping label for the data object to which the data row belongs. This will obviously be the cruise name for data types such as CTD and bottle data, but could be something like a mooring name for current meter data.
· sdn_station
A text string identifying the data object to which the data row belongs.  This will be the station name for some types of data, but could also be an instrument deployment identifier.
· sdn_local_cdi_id
The local identifier of the Common Data Index record associated with the data row. The maximum size allowed for this parameter is 80 bytes.
· sdn_edmo_code
The key identifying the organisation responsible for assigning the local CDI given in the European Directory of Marine Organisations (EDMO).e for some types of data, but could also be an instrument deployment identifier.

	char SDN_CRUISE(TIME, STRING80) ;
		SDN_CRUISE:long_name = "SeaDataNet cruise ID";
		SDN_CRUISE:conventions = "SeaDataNet convention";
		SDN_CRUISE:_FillValue = " ";

	char SDN_STATION (TIME, STRING80) ;
		SDN_STATION:long_name = "SeaDataNet station ID";
		SDN_STATION:conventions = "SeaDataNet convention";
		SDN_STATION:_FillValue = " ";

	char SDN_LOCAL_CDI_ID(TIME, STRING80) ;
		SDN_LOCAL_CDI_ID:long_name = "SeaDataNet common data index";
		SDN_LOCAL_CDI_ID:conventions = "SeaDataNet convention";
		SDN_LOCAL_CDI_ID:_FillValue = " ";

	int SDN_EDMO_CODE (TIME) ;
		SDN_EDMO_CODE:long_name = "SeaDataNet European Directory of Marine Organisations code";
		SDN_EDMO_CODE:conventions = "SeaDataNet convention";
		SDN_EDMO_CODE:_FillValue = " ";

[bookmark: _Toc399513770][bookmark: _Toc426106513]Format version, convention
In the global attribute section of NetCDF files, the format version and convention should be reported as follow:
· format_version = “1.2”
· conventions = "OceanSITES Manual 1.2, InSituTAC-Specification-Document" ;
[bookmark: _Toc399513771][bookmark: _Toc426106514]WMO instrument type
If available, the WMO instrument type should be recorded in the global attribute section of the NetCDF file. The WMO code is available only for vertical profiles. 	   
Example: wmo_inst_type = "830" ;

[bookmark: _Toc399513772][bookmark: _Toc426106515]Sea level datum
For tide gauge, the sea level reference should be recorded in the global attribute section of the NetCDF file. 
Example: sea_level_datum = "Chart Datum" ;
[bookmark: _Toc399513773][bookmark: _Toc426106516]Data center reference
When it is possible, the Distribution Unit should provide a unique id which is useful for all the feedbacks. Each observation should be identified in the following variable:
char DC_REFERENCE(TIME, STRING32) ;
        DC_REFERENCE:long_name = "Station/Location unique identifier in data centre" ;
        DC_REFERENCE:conventions = "Data centre convention" ;
        DC_REFERENCE:_FillValue = " " ;
[bookmark: _Toc399513774][bookmark: _Toc426106517]Management of DEPH or PRES
We should have a unique vertical reference for each file - either DEPH variable (drifting buoys...) either PRES variable (floats...). The DEPTH variable should always be omitted to avoid that the user is confused. The DEPH variable should be generated according to the following rules:
· Generate DEPH with existing measures - if available
· Otherwise with a nominal_depth metadata by platform (DEPH_QC=7)
· Otherwise with default value by datatype (DEPH_QC=7)
· Datatype DB and DC : 0,5 meter
· Datatype TS and FB : 4 meter
· Datatype PF : no defaut value, immersion indicated by PRES

float DEPH(TIME, DEPTH) ;
        DEPH:long_name = "Depth" ;
        DEPH:standard_name = "depth" ;
        DEPH:units = "meter" ;
        DEPH:_FillValue = -99999.f ;
        DEPH:valid_min = 0. ;
        DEPH:valid_max = 12000. ; 		
        DEPH:axis = "Z" ;
        DEPH:positive = "down" ;
The variables PRES and DEPH must have the attributes axis=”Z” and positive=”down”.
[bookmark: _Toc399513775][bookmark: _Toc426106518]Direction of the profiles
The direction of the profiles should be recorded in the variable DIRECTION. Therefore we can store the profiles data, up and down casts, in a single netcdf file.
char DIRECTION(TIME);
        DIRECTION:long_name = "Direction of the profiles";
        DIRECTION:conventions = "A: ascending profile, D: descending profile";
        DIRECTION:_FillValue = " ";

· For an ascending profile (up cast) : DIRECTION = “A”
· For a descending profile (down cast) : DIRECTION = “D”


[bookmark: _Toc399513776][bookmark: _Toc426106519]OGC Services using Oceanotron software 
[bookmark: _Toc398542598][bookmark: _Toc399513777][bookmark: _Toc426106520]Oceanotron overall design
Oceanotron is a server for in-situ observations. The software application is designed with storage Unit modules which handles different repositories and formats of local datasets: Copernicus in-situ profiles, point series and trajectories, but also OceanSITES and French coastal environment monitoring database (Surval) point series (i.e. time series at a fixed location).
These datasets are disseminated by the server in different types of protocols. They are implemented in modules called front desks. The currently operational modules are OPeNDAP for data access and OGC/WMS for visualization.
The extensibility of the server is simply made thanks to a standard data model for observations (profiles, point series, and trajectories). The data model implements an information bus on which the modules (storageUnits and frontDesks) are plugged. The observation data model has been designed from the CSML[footnoteRef:4]  work. It aims at being compliant with other observation model flavour such as OGS's Observation and Measurement[footnoteRef:5]  and CF’s discrete sampling features[footnoteRef:6]. [4:  Climate Science Modeling Language, http://csml.badc.rl.ac.uk/,  Andrew Woolf, Dominic Lowe]  [5:  Observation and Measurement standard, http://www.opengeospatial.org/standards/om, Open GIS Consortium ]  [6: Climate and Forecast convention, Discrete Sampling Features, http://cfconventions.org/1.6.html#discrete-sampling-geometries, Brian Eaton et al.] 

In addition a specific effort has been carried out on technical documentation for developers and the code is open-source: three different development teams have contributed to the server.
[image: ]
[bookmark: _Toc399513737][bookmark: _Toc426106537]Figure 9: Oceanotron concept
[bookmark: _Toc399513778][bookmark: _Toc426106521]Configuring WMS service on INSTAC FTP portals
First Oceanotron needs to be installed on the DU according to the installation instruction provided at http://oceanotron.ifremer.fr/wcmqs/Publications/oceanotron-howToInstall.pdf 

Then a specific configuration has to be made for each version of a Copernicus product according to the configuration manual available at : http://oceanotron.ifremer.fr/wcmqs/Publications/oceanotron-howToConfigureStorageUnitMyOceanOceanSites.pdf
[bookmark: _Toc399513779][bookmark: _Toc426106522]Quality controls
[bookmark: _Toc399513780][bookmark: _Toc426106523]Quality control manual 
The Copernicus real-time quality controls are available at http://www.coriolis.eu.org/Documentation/on-MyOcean-in-situ-TAC. These procedures have been discussed with the EUROGOOS DATAMEQ working group (DATA Management Exchange and Quality) and endorsed in 2010 by EuroGOOS general assembly. 
The delayed mode validation is described in the product QUID (QUality Information Document) which isare available from the Copernicus Catalogue.
[bookmark: _Ref348706506][bookmark: _Toc399513781][bookmark: _Toc426106524]Feedback on quality control list
When data quality control flags are modified, the “feedback on quality control list” allows Copernicus Distribution Units to send this information to data providers.
The “Quality control feedback list” is an ascii comma separated list with one line per modified station.
· station_id : station identifier can be either:
· The dc_reference variable when available for feedback within Copernicus
· The platform_code and date of the observation
· For SeaDataNet feedback : sdn_local_cdi_id and sdn_edmo_code, the separator is blank (“ “)
· platform_code
· The platform_code for feedback within Copernicus
· For SeaDataNet feedback : sdn_cruise
· station_date_start
Format : YYYY-MM-DDThh:mm:ssZ
· station_date_stop
Only for time-series ; equal to station_date_start for vertical profiles
· update_date : date of update of the quality flags
Format : YYYY-MM-DDThh:mm:ssZ
· parameter : date, position or physical parameter (ex:TEMP)
· qc_action: a series of qc action codes from reference table 3.
The code separator is blank (“ “). The fill value is empty (“,,”).
· old_qc : the previous quality control flag of parameter
· new_qc : the new quality control flag of parameter
· vertical_reference_start : only for vertical profiles
· vertical_reference_stop : only for vertical profiles
Example of Copernicus feedback
station_id,platform_code,station_date_start,station_date_stop,update_date,parameter,qc_action, old_qc,new_qc,vertical_reference_start,vertical_reference_stop
12343274,69001,2002-02-25T12:50:07Z,2002-02-25T12:50:07Z,2002-03-05T16:15:00Z,TEMP,Spike, 1,4,60,97

station_id,platform_code,station_date_start,station_date_stop,update_date,parameter,qc_action, old_qc,new_qc,vertical_reference_start,vertical_reference_stop
105792672,62001,2003-11-14T09:45:16Z,2003-11-14T12:21:45Z,2003-11-20T17:36:22Z,POSITION, BadLocation,1,4,,

Example of SeaDataNet feedback
station_id,platform_code,station_date_start,station_date_stop,update_date,parameter,qc_action, old_qc,new_qc,vertical_reference_start,vertical_reference_stop
98959 729,0,2001-04-25T06:26:00Z,2001-04-25T06:26:00Z,2013-04-04T16:04:03Z,TEMP,Spike, 1,4,1.17,1.6

[bookmark: _Toc146541225][bookmark: _Toc399513782][bookmark: _Toc426106525]Reference tables
[bookmark: _Toc146541226][bookmark: _Toc399513783][bookmark: _Toc426106526]Table 1: quality control flag scale
This table describes quality control flags assigned to measurements after quality control.
	Code
	Meaning
	Comment

	0
	No QC was performed
	-

	1
	Good data
	All real-time QC tests passed.

	2
	Probably good data
	-

	3
	Bad data that are potentially correctable
	These data are not to be used without scientific correction.

	4
	Bad data
	Data have failed one or more of the tests.

	5
	Value changed
	Data may be recovered after transmission error.

	6
	Not used
	-

	7
	Nominal value 	

	Data were not observed but reported.
Example: an instrument target depth.

	8
	Interpolated value
	Missing data may be interpolated from neighbouring data in space or time.

	9
	Missing value
	-


[bookmark: _Toc231302130][bookmark: _Toc231374986][bookmark: _Toc231732958][bookmark: _Toc231734194][bookmark: _Toc231302131][bookmark: _Toc231374987][bookmark: _Toc231732959][bookmark: _Toc231734195][bookmark: _Toc231302133][bookmark: _Toc231374989][bookmark: _Toc231732961][bookmark: _Toc231734197][bookmark: _Toc231302134][bookmark: _Toc231374990][bookmark: _Toc231732962][bookmark: _Toc231734198][bookmark: _Toc231302136][bookmark: _Toc231374992][bookmark: _Toc231732964][bookmark: _Toc231734200][bookmark: _Toc231302137][bookmark: _Toc231374993][bookmark: _Toc231732965][bookmark: _Toc231734201][bookmark: _Toc231302141][bookmark: _Toc231374997][bookmark: _Toc231732969][bookmark: _Toc231734205][bookmark: _Toc399513784][bookmark: _Toc426106527]Table 2: region bigrams
For file and directory naming conventions, a bigram is used to identify the regional TACs
	Code
	Institute

	AR
	Arctic-ROOS

	BO
	BOOS, Baltic Sea

	BS
	Black Sea

	GL
	Global Ocean

	IR
	IBI-ROOS, south west shelve 

	MO
	[bookmark: _GoBack]MONGOOSON, Mediterranean sea

	NO
	NOOS, north west shelf 


[bookmark: _Toc399513785][bookmark: _Toc426106528]Table 3: quality control action code 
This table describes quality control action codes used to provide a feedback on quality control to data providers.

	Code
	Meaning
	Comment

	Spike
	Flag changed because of a spike detection
	-

	GlobalRange
	
	

	RegionalRange
	
	

	BadDate
	
	

	BadLocation
	Flag changed for a bad location such as position on land or impossible speed
	

	Analysis
	Flag changed after a statistical analysis such as ISAS
	

	VisualInspection
	Flag changed after a visual inspection
	

	Climatology
	Flag changed after a climatology test
	

	Model
	Flag changed after a model diagnostic
	

	StuckValue
	
	

	IncreasingPressure
	
	

	Other
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